121.10-1 App I

Mathematics - Course 121

CONFIDENCE LIMITS

Confidence

ll

June

The estimates of the mean time to failure, or the mean
wearout life used in the course are point estimates of
the true unknown parameters. How much confidence can
we have in these figures? We know that statistical
estimates are more likely to be close to the true values
as the sample size increases; thus there is a close
connection between the accuracy of an estimate and the
size of the sample from which it was obtained. Only an
infinitely large sample size could give a certainty
(ie, 100% confidence) that a measured statistical
parameter coincides with the true value.

Accuracy

To give an indication of the accuracy of an estimate,
we can make a statement like

"In 9 cases out of 10, the answer will lie between
(z1-a) and (z,+a)", which can also be expressed:

"At 90% confidence level, the upper confidence limit

is (z;+a) and the lower confidence limit is (z;=-a) ".
The confidence interval is therefore (z:-a) to (z:i+a).

Evaluation

How can these limits be evaluated? Let us assume that
we have taken many samples, each of size n and have cal-
culated many sample means m. We would expect the mean
of a sample to fall closer to the population mean than,
on average, any single observation would. In other
words, we would expect sample means to have a smaller
spread than single observations. If ¢ is the standard
deviation (sd) of the population, it can be shown that
the variance of sample means, of, is given by:

2

“m

n
o
or the sd, oy = 7=
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It is a general rule in statistics that the probability
density function {(pdf) of sample means drawn from any
population approximates to the Normal pdf (see lesson
121.00-7); the larger the sample size, the closer the
approximation. This is the principal reason for the
importance of the Normal pdf, since in practice we

usually work with sample mean parameters.

Some Properties of the Normal pdf Recalled from
Lesson 121.,00-7

Figure 1: Double Sided

Figure 2: Double Sided
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Recall from 121.00-7 the transformation

X-m

o)

so if we plot out the ‘m* and transform to the Standard-
ized Normal Distribution, we can write:

m-y

= == where m = sample mean
— 4 = population mean
vy o = sd of sample
n =

sample size

eg, F(Z) = 0,95 is the Probability that m-u

o]
yn
-1.96 and +1.96 (Figure 2)
.. Wwe can say that the probability that the interval

1'959 } and (m + — } contains the true
Vn vn value p is 0.95

(m -

Likewise, there is a 99% probability that the interval

{m - 2.5760 ) and (m + gééglg. contains the true
v vn value p (Figure 1)
Example

Given a sample of 100 lamps with normally distributed
lifetimes, a mean life of 1000 hours and a sd of 81
hours, calculate the 95% two-sided confidence interval
for population mean life u.

The 95% two-sided confidence interval for the populaticn
mean life y is:

(m - 1l.960 ) to (m + l1.960
ey /n
= (1000 _1.96 x 81 to (1000 + 1.96 x 81
vI00

984.,1 to 1015.9 hours
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If the sample were 1000 lamps, with mean 1000 hours and
sd 81 hours, the 95% two-sided confidence interval for
the population mean life would be:

1.960

(m -

1000 * 5,02 hours

995 to 1005 hours

If the sample were 100 lamps with mean life 1000 hours
and sd 81 hours, the 99% two-sided confidence interval
for the population mean life would be:

2.5760 2.5760

(m - Vi ) to (m + = )

1000 = 20.9 hours

= 979.1 to 1020

020.9 hour
This example illustrates that:

For a given sample size, the confidence interval will
decrease as the confidence level is lowered, and vice
versa.

For a given confidence level, the confidence interval
will decrease with increased sample size.

Sampling From the Exponential Distribution

In order to predict confidence limits from an exponen-
tial distribution, it is necessary to invoke the
complexity of the X? (Chi-squared) distribution method,

There are slightly different approaches to the use of
the x? distribution in estimating confidence limits;
here we shall use the method adopted by Billintonl,
which states that the true mean time to failure is
equal to or greater than m where

2 X Total test time

2
X (P, 2r+2) where P
r

m =

confidence level
no. of failures
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Example 1 from 121,00-5

Consider 1 component experiencing f es rl
year's operation. The basic arithmetic MTTF = 365

121.7 days. 3

But at 95% confidence level, we can say that the true
MTTF is equal to or greater than m where:

N
(&)
o

m = X 5

(-
2 —
From Table 1, X (.95,8) - 15.5

|

>
o
wn
~

8)

. _ 2 x 365 _
.« m——l—g.—s—— = 47,1 days

Now consider 1 component experiencing 30 failures over
10 yvears' operation. The basic arithmetic

MTTF = 36532 10 _ 151.7 days

But at 95% confidence level, we can say that the true
MTTF is equal to or greater than m where:
m=2 x 365 x 10 = 2 x 365 x 10 ® 91 days

2
X% (.95,62) 80

And if we consider the confidence interval to be

(mmin to ©) we can see that by increasing the size of

the sample, the confidence interval has been reduced,

How much confidence can we have in the result of a
calculaticn which has assumed a MTTF of 365/3 = 121.7
days? Using the X° approach, and disregarding the
effect of the variations in the times to fault dis-
covery, we can ascribe confidence in the answer to be
the confidence in the input data.

2 x Total test time

m = Xz
(P, 2r + 2)
o x*(p, 2r + 2) = 2.X Total test time
[
m
A & = 2 X 365
(P, 8) 121.7 6

From table 1, P = 30%
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And if we had 30 failures over 10 years,

2 x 365 x 10 -

X“(p, 62) = —IoT.7 — " %9

«'» P % 50%  (from Table I)

So that even using the same value of MTTF, the
increased sample size has increased our confidence
in the result,

Note 1l: Power System Reliability Evaluation by
Professor Roy Billinton ISBN 0677028709.

~J
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TABLE A: Percentile Values (x;) for
the Chi-Square Distribution
with v degrees of freedon =
2r +2 (shaded area = p)
b 2 | 2 2 2 2 2 2 2 2 2 2
4 X pos Xoo Xars X s X oo X g4 X 50 X9y Xyo Xos  Xoas Xo1  Xoos
1 788 663 502 384 271 132 455 102 0158 .0039 .0010 .0002 .0000
2 10.6 921 7.38 5.99 461 2797 1.39 575  .211 103 .0506 .0201 .0100
3 128 113 935 7.81 625 411 237 121 584 352 216 115  .072
4 149 133  11.1 949 778 539 336 192  1.06 J11 484 297 207
5 167 151 128 111 .24 663 435 267 161 115 831 554 412
& 185 168 144 126 106 784 535 345 220 164 124 872 676
1 203 185 160 141  12.0 904 635 425 283 217 163 124 989
8 220 201 175 155 134 102 734 507 349 273 218 165  1.34
9 236 217 19.0 169 147 114 834 590 417 333 270 2.09 1.73
10 252 232 205 183 160 125 934 674 4.87 394 325 256 216
11 268 247 219 197 173 137 103 758 558 457 382 3.05 260
12 283 9262 233 210 185 148 113 844 630 523 440 357 3.07
13 298 277 247 224 198 160 123 930 7.04 58% 501 411 357
14 313 29.1 26.1 237 21.1 171 13.3 102 779 657 5.63 4.66 4.07
15 328 306 275 250 223 182 143 110 855 726 626 523 460
16 343 320 288 263 235 194 153 119 931 1796 691 581 514
17 357 334 302 276 248 205 163 128 101 867 156 641  5.70
18 372 348 315 289 230 216 173 137 109 939 823 7.01 626
19 386 362 329 301 272 229 183 146 117 101 91 763 6.84
20 400 376 342 314 284 238 193 155 124 109 959 826  7.43
21 414 389 355 329 296 249 203 163 132 116 103 890  8.03
22 428 403 368 339 308 260 . 21.3 172 140 123  11.0 954 B.64
23 44.2 416 3R8.1 35.2 32.0 2743 22.3 18.1 i4.8 i3.1 11.7 10.2 5.26
24 456 430 394 364 332 282 233 190 157 138 124 108 0 89
o8 46.9 443 406 377 344 293 243 199 165 146 131 115 105
26 483 456 419 389 356 304 253 208 173 154 138 122 112
27 496 470 432 401 367 315 263 217 181 162 146 129 118
28 51.0 483 445 413 37.% 326 273 227 189 169 153 136 125
23 528 456 455 476 801 3347 882 2as 108 177 160 143 131
30 537 509 470 438 403 348 293 245 206 185 168  15.0  13.8
40 €68 637 593 558 618 456 393 337 291 265 244 222 207
50 795 762 714 675 632 563 493 429 377 348 324 297 2890
60 920 884 833 791 744 67.0 583 523 465 432 405 375 355
70 | 1042 1004 950 905 955 7.6 69.2 619  B53 517 488 454 433
80 | 116.3 1123 1066 1019 956 €81 793 711 643 604 572 536  bB1.2
90 | 1783 1241 1181 1131 107.6 956 £93 806 73.3 691 636 618 692
100 | 1402 1358 1706 1243 1185 1091 993 901 B24 779 742 701  67.3
Source: Catherine M. Thompson, Table of Percentage Points

of the y? distribution, Biometrika, Vol. 32 (1941).

R.B. Malcolm



